
253

JOURNAL OF THE EXPERIMENTAL ANALYSIS OF BEHAVIOR 1999, 71, 253–291 NUMBER 2 (MARCH)

EVALUATION OF QUANTITATIVE
THEORIES OF TIMING

RUSSELL M. CHURCH

BROWN UNIVERSITY

Scalar timing theory is a clear, complete, modular, and precise theory of timing that explains much
of the data from many timing procedures, but not all of the data from all of the procedures. The
multiple-time-scale theory of timing provides an alternative representation of time that has not yet
been tested with respect to its fit to timing data.
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The article by Staddon and Higa provides
a criticism of scalar expectancy theory (SET)
and presents an alternative multiple-time-
scale (MTS) theory of timing.

Criticisms of Scalar Expectancy Theor y

The authors report that ‘‘in terms of cita-
tions and numbers of published papers, SET
is by far the most popular theory of interval
timing’’ (p. 215). This may partly be an his-
torical accident of having been developed
earlier than others. Once a theory has been
announced and found to be useful, alterna-
tive theories are held to the higher standard
of being demonstrably better. Four particu-
larly attractive features of SET are that it is
clear, complete, precise, and modular (i.e., it
consists of separable parts). Realistic alterna-
tive theories of time will undoubtedly also
have these features.

A distinction should be made between the
underlying formal model of scalar timing the-
ory developed in the 1970s by Gibbon (1971,
1972, 1977) and the information-processing
interpretation of this process developed in
the 1980s (Church & Gibbon, 1982; Gibbon
& Church, 1981, 1984; Gibbon, Church, &
Meck, 1984). The criticisms of Staddon and
Higa apply to the information-processing in-
terpretation of scalar timing theory, particu-
larly its representation of time.

In the information-processing interpreta-
tion of scalar timing theory, the assumption
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was made that psychological time is a single
function that changes in some regular way
with physical time. This function was assumed
to be produced by a pacemaker that emitted
pulses at some rate and distribution form that
were summed in an accumulator (Gibbon et
al., 1984). Although a random emitter and a
fixed emitter without variablility would not, as
the sole source of variance, produce the We-
ber-law property, and a fixed emitter without
variability was far too regular, multiplicative
sources of variance in memory storage and
decision threshold produced the Weber law
property of interval timing (Gibbon, 1992).
One of the strengths of SET was that it did
not require a particular distribution form of
the interpulse interval to fit data functions
that had the Weber law property. Staddon
and Higa’s conclusion that pacemaker-accu-
mulator mechanisms ‘‘are fundamentally at
odds with the Weber law property of interval
timing’’ (p. 215) suggests that no distribution
of interpulse intervals has a constant coeffi-
cient of variation (a constant ratio of standard
deviation to mean number of pulses at differ-
ent times), but the Rayleigh distribution has
this characteristic (Reid & Allen, 1998), as
well as a Poisson or fixed emitter with a var-
iable rate, either between or within trials
(Gibbon, 1992). To distinguish between dif-
ferent assumptions about interpulse distribu-
tions requires data from extensive psycho-
metric studies with very short time intervals
(Fetterman & Killeen, 1995).

In their discussion of the pacemaker, Stad-
don and Higa gave the impression that the
development of SET proceeded as follows:
(a) A Poisson pacemaker was assumed, (b) it
was found to be incompatible with Weber’s
law, and (c) the deficiency was corrected by
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adding additional assumptions about memo-
ry and decision processes. This is historically
incorrect. The development was that (a) an
extensive review of the behavioral data sup-
ported Weber’s law for timing (Gibbon,
1977), and subsequently, (b) an information-
processing analysis of scalar timing theory
with a Poisson pacemaker, and other distri-
butions, was found to account quantitatively
for the data (Church & Gibbon, 1982; Gib-
bon, 1991; Gibbon & Church, 1984; Gibbon
et al., 1984).

Staddon and Higa conclude that the psy-
chological representation of time is approxi-
mately a logarithmic, rather than a linear,
function of time. This provides part of an ex-
planation of the form of the psychophysical
bisection function which is quite symmetrical
when the duration of the stimulus is plotted
in logarithmic units (e.g., Church & Deluty,
1977). Church and Deluty described a model
containing three parts (clock, criterion, and
response rule) and considered three func-
tional relationships between physical and psy-
chological time (linear, logarithmic, and re-
ciprocal). They concluded that the simplest
explanation of these data was the logarithmic
representation of time, although they explic-
itly recognized that an alternative response
rule could be consistent with a linear repre-
sentation of time. One problem, however, was
to resolve why the function relating mean re-
sponse rate to time in the peak procedure is
a fairly symmetrical function. In their first col-
laborative experiment, Gibbon and Church
(1981) attempted to find a single function
that would account for both the approximate
symmetry of the psychophysical function on
a logarithmic axis and the approximate sym-
metry of the peak function on a linear axis.
Staddon and Higa assume that animals use
the logarithmic function in the bisection pro-
cedure but the inverse function (antilog) in
the peak procedure. This dual code may pro-
duce some conflicts in a bisection procedure
in which the two manipulanda are always
available (Platt & Davis, 1983). Can an animal
use a linear representation of time to stop
responding on one lever and start respond-
ing on the other, and a logarithmic represen-
tation of the time to decide when to switch
between the levers?

In their discussion of the psychological rep-
resentation of time, Staddon and Higa gave

the impression that the development of SET
proceeded as follows: (a) A linear represen-
tation of time was assumed, (b) it was found
to be incompatible with the psychophysical
function relating the probability of a long re-
sponse to stimulus duration, and (c) the de-
ficiency was corrected by adding additional
assumptions about memory and decision pro-
cesses. This is historically incorrect. The de-
velopment was that (a) in the initial devel-
opment of an information-processing
interpretation of scalar timing theory, there
was no satisfactory basis to determine wheth-
er the psychological representation of time
was linearly or logarithmically related to phys-
ical time, (b) the time-left procedure was de-
signed to force the animal to do an operation
with its psychological time scale before using
it in behavior, (c) clear quantitative results of
several time-left experiments were consistent
with a linear representation of time, but not
with a logarithmic representation of time
(Gibbon & Church, 1981).

In their discussion of the analysis of indi-
vidual trials of the peak procedure, Staddon
and Higa gave another example that suggest-
ed that the development of SET proceeded
as follows: (a) An assumption was made, (b)
it was invalidated by data, so (c) a new feature
was added to the theory to correct the flaw.
They report that, in the peak procedure, (a)
an initial prediction of SET was that the later
an animal began responding the earlier it
would stop, (b) the data showed that the later
an animal began responding the later it
would stop, therefore (c) SET was modified
to correct the flaw. In fact, the purpose of the
individual-trials analysis was to decompose
the sources of variance from clock, memory,
and decision processes based on a quantita-
tive analysis of individual trials (Church,
Meck, & Gibbon, 1994; Gibbon & Church,
1992). Previous analyses using mean response
functions had emphasized the importance of
memory variance, which would lead to the
observed positive correlations between the
times that an animal starts and stops respond-
ing in the peak and temporal generalization
procedures (Church & Gibbon, 1982; Gibbon
& Church, 1984; Gibbon et al., 1984).

Because scalar timing theory is clear, mod-
ular, and precise, it is possible to test the pre-
dictions of the theory with different experi-
mental procedures and different dependent
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measures. In some cases, the predictions have
been outstandingly close to the data; in some
cases they are obviously wrong; in some cases
there are small but systematic differences be-
tween the predictions and the data. The fail-
ures to fit, even more than the successes, pro-
vide the impetus for theoretical development.

One example of a failure is that scalar tim-
ing theory (as described by Gibbon et al.,
1984) makes no provision for extinction and
various related phenomena. Another prob-
lem is that it does not account for the behav-
ior in variable-interval schedules of reinforce-
ment without changes that pertain only to
some procedures (Brunner, Fairhurst, Stolov-
itzky, & Gibbon, 1997). A theory of the ani-
mal should apply to all procedures, or a pro-
cedure-classifier module should be added to
the theory. These problems may not be pres-
ent in vector memory representations used in
some well-specified timing theories (Gross-
berg & Schmajuk, 1989; Machado, 1997),
rather than the distribution memory repre-
sentation used in scalar timing theory.

Examples of small but systematic differenc-
es between the predictions of scalar timing
theory and the data have been reported in
animal experiments (Church, Lacourse, &
Crystal, 1998; Crystal, 1999; Crystal, Church,
& Broadbent, 1997) and in human experi-
ments (Collyer, Broadbent, & Church, 1992,
1994; Collyer & Church, 1998). These system-
atic effects may reveal a mechanism that pro-
duces a psychological representation of time
that is approximately linear but that has local
maxima and minima. A multiple-oscillator
model of timing (Church & Broadbent,
1990) has provided some qualitative fits.

A Multiple-Time-Scale Theor y of Timing

The phrase ‘‘theory of timing’’ is some-
times reserved for quantitative theories that
are fully specified such that two independent
investigators can apply the theory to fit the
results produced by any procedure in the do-
main of the theory and obtain the same pre-
dictions. In order to predict behavior, a tim-
ing theory must include (a) a representation
of the physical time since the occurrence of
an event, (b) a memory of the time of rein-
forcement, and (c) a response rule.

The phrase ‘‘theory of timing’’ has also
been used to refer to a set of ideas or theory
fragments that may be worthy of consider-

ation. The primary idea of MTS is that time
is represented as the output of a series of cas-
caded habituation units. The necessary and
sufficient conditions for a function to be
‘‘pacemaker free’’ were not described, but
the term may refer to a function that is con-
tinuous or nonlinear, or one that has multi-
ple inflection points. Real-time conditioning
models (such as that of Sutton & Barto, 1981)
made use of stimulus traces as the represen-
tation of physical time. More recent versions
of real-time conditioning models have used a
cascade of stimulus traces (Moore & Choi,
1998). Cascades of functions have also been
used in the spectral theory of timing (Gross-
berg & Schmajuk, 1989) and in a version of
the behavioral theory of timing (Machado,
1997); parallel coding of multiple periodic
functions was used in the multiple-oscillator
theory of timing (Church & Broadbent,
1990). In these cases, physical time is coded
as a vector of values of multiple functions that
change in some regular way with physical
time.

Without an explicit proposal about mem-
ory storage, memory retrieval, and decision
processes, it is not clear the sense in which
the MTS theory of interval timing can ac-
count for data from many different time-re-
lated experiments. Although the article con-
tains 21 equations, there is no quantitative
comparison of observed with predicted be-
havior. None of the 13 figures provides visual
evidence of a correspondence between ob-
served and predicted behavior. One ap-
proach would be to substitute the output of
a series of cascaded habituation units for a
pacemaker-accumulator system in scalar tim-
ing theory; that is, to change the perceptual
representation of time without changing as-
sumptions about memory storage or retrieval
or the decision rule. This would provide a ba-
sis for a quantitative comparison of the two
models (Church, 1997).

Staddon and Higa’s critique of SET sug-
gests that it may be possible to develop a tim-
ing theory that is simpler, is applicable to a
wider range of procedures, is connected
more firmly to the biological basis of behav-
ior, and makes more accurate predictions. In
my judgment, such a theory will, like SET, be
clear, complete, modular, and precise.
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